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SWx-TREC

Satellite drag is one of our focus areas 

•  Interdisciplinary (Astrodynamics, Solar 
Physics, Aeronomy, Gas-Surface 
Physics, Modeling and Computation) 

•  ”Problem of the Commons” 

•  Opportunities for O2R and R2O 
transitions  

 



sun-earth connections 

atmospheric 
response 

gas-surface interactions 
(rarefied gas aerodynamics) 

changes and uncertainty in orbital position 



Resident	Space	Objects	and	the	LEO	Environment	

Satellite	drag	errors	degrade	capability	to:	
•  Maintain	accurate	catalog	of	all	space	objects	including	debris	
•  Predict	and	avoid	space	collisions	
•  Predict	satellite	reentry	?me	&	loca?on	
•  This	is	not	small	satellite	problem	vs.	big	satellite	problem,	it	is	an	issue	for	all	space	assets	

from	Picone	et	al.	2005	

In	2016…	

Total	Number	of	CubeSats	Launched	
417	

Total	Number	of	Debris	Generated	by	DMSP	Satellites	
346	

Total	Number	of	Debris	Generated	by	Cosmos-
Iridium	
1296	

Total	Number	of	Debris	Generated	by	Fengyun	ASAT	
3428	



Resident	Space	Objects	and	the	LEO	Environment		

Response to NASA ROSES Topic B.3  3 
 

predicted by some of the models and is largest in the exospheric region above 500 km. Note also 
that aerodynamic models such as the Semi-Empirical Satellite Accommodation Model (SESAM) 
are constrained by aerodynamic data but that this data has thus far been limited to altitudes below 
500km [Pilinski et al., 2013a]. Figure 1c and 1d demonstrate the discrepancies in atmospheric 
neutral densities between various atmospheric models computed along the paths of two satellites 
flying at 800 km and 600 km respectively. The differences between models can reach as much as 
100%. It has long been understood that a significant amount of these model discrepancies are 

caused by 
assumptions made 
about satellite drag 
coefficients during 
the construction of 
those models. 

Furthermore, 
the region of the 
atmosphere near 
and above 500 km 
is critical both 
scientifically and 
operationally. It is 
the source of 
material diffusing 
up into the Space-
Atmosphere-
Interaction-Region 
(SAIR), it is where 
many important 

geodetic satellites fly, and it is where much of the LEO space-debris and resident space object 
population shares space with critical NASA (A-train Earth Observation satellites, etc.), military 
(DMSP etc.), and commercial (Iridium etc.) assets (see Figure 2). Collision prediction in this 
region of space is strongly dependent on uncertainties in atmospheric drag modeling which is 
tied both directly (through CD) and indirectly (through atmospheric model construction) to 
assumptions made about gas-surface interactions on spacecraft surfaces. Although it is true that 
orbit perturbations like solar radiation pressure are generally higher than the magnitude of the 
satellite drag force above ~500 km, satellite drag is still the most variable of the two 
perturbations and the one which leads to more sporadic orbit prediction errors for example. 

The dependence of atmospheric solutions on gas-surface interactions has been described by 
multiple authors [Cook 1965, Nier et al. 1974, Imbro et al. 1975, Moe and Moe 2005, Pilinski et 
al. 2010, 2013a]. Several researchers have attempted to address the problem by basing satellite 
aerodynamic models on hyperthermal experiments but many of these studies have been hindered 
by the lack of knowledge about the actual surface conditions on the satellite. In particular, 
adsorption of reactive atmospheric species has been theorized to change the nature of the gas-
surface interaction in earth orbit and to cause uncertainties in the specification of satellite 
aerodynamics and atmospheric densities. Previously discussed discrepancies between observed 
aerodynamics and laboratory investigations [Moe and Moe 2005] resulted from lack of control of 
the atmospheric surface contamination including adsorption caused by the atomic beam itself. 

Figure 2: Regions of satellite concentrations, atmospheric model 
uncertainties, and atmospheric composition. 
 



Predic?ng	Collisions:	Conjunc?on	Analysis	

•  Collision	Probabili?es	(Pc)	determine	
the	threshold	for	opera?onal	ac?on	

•  General	Assump?ons	
–  Two	spheres	
–  Gaussian	probability	distribu?ons	

•  Pc	is	the	“integral	of	the	combined	
posi?onal	error	distribu2on	(C)	within	
the	tube	swept	out	by	the	rela?ve	
mo?on	of	the	primary	with	respect	to	
the	secondary	(vm)	given	a	combined	
hard	body	radius	(ra)”	(Cerven	2015)	

102

 
Figure 1. Conjunction geometry  
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Under the assumption that the motion is rectilinear, this computation can be collapsed to a 
two-dimensional problem in the encounter plane.  The result is shown graphically in Figure 2 and 
mathematically in Equation 2. 
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Figure 2. Encounter plane geometry  
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From	Cerven	2015	(AAS	15-571)	
10cm	to	few	meters	

100’s	of	meters	to	few	km	



Conjunc?on	Analysis	

•  Satellite	Drag	has	a	significant	impact	on	Pc	of	LEO	objects	
– Combined	posi?onal	error	distribu?on	
– Es?mate	of	rela?ve	posi?ons	

•  With	the	growing	numbers	of	RSO’s,	number	of	warnings	
based	on	Pc	is	star?ng	to	be	“not	ac?onable”	
– over	18,000	conjunc?ons	within	5	km	for	the	coming	7	days	
– ~800	per	day	for	NASA	satellites	alone	



Other	Satellite	Drag	Impacts	

•  Re-Entry	Predic?ons	
–  Involves	lower	atmosphere	dynamics	
– Flight	dynamics	in	the	lower	
Thermosphere	and	Mesosphere	

– Transi?on	from	free	molecular	flow	
to	rarefied	gas	dynamics	

•  Mission	Life?me	Es?mates	
– Long	term	es?mates	of	solar	ac?vity	
and	atmospheric	response	

1.1 Why study the thermosphere? 3

Figure 1.1 Left: A GPS satellite mounted on a Delta 2 Payload Assist Module (PAM-D)
before launch. Photo: US Air Force. Right: Part of the motor casing of a
PAM-D (object 22659), which re-entered the atmosphere and landed in the
Saudi Arabian desert on January 12, 2001. Photo: NASA.

In another application, known as synthetic aperture radar interferometry, or
InSAR, the difference in position between two radar image acquisitions should
be precisely known in order to study surface deformations [Massonnet and Feigl,
1998; Hanssen, 2001]. Data from the SAR instruments on ERS and Envisat have been
widely used for this purpose.

The motion of satellites has also been analysed to recover information about the
Earth’s gravity field, by missions such as CHAMP [Reigber et al., 1999] and GRACE
[Tapley et al., 2004a]. These missions carry precise accelerometers. Any acceleration
that is not due to gravity, such as atmospheric drag, will otherwise contaminate
the gravity recovery.

Although these Earth observation missions and instruments were not specific-
ally designed for the purpose, data from their precise tracking systems and accel-
erometers can be very useful for studying variations in the thermosphere. This
will be extensively discussed in Chapter 4.

Applications in space mission analysis and operations

The atmospheric drag force causes all low Earth orbit objects to spiral downward,
and eventually re-enter in the most dense layers of the atmosphere. This has pro-
found consequences for many aspects of space mission analysis and operations.

To illustrate this, Figure 1.1 shows photos of a specific class of space objects,
known as Payload Assist Modules for Delta rocket launches (PAM-D). PAM-Ds
have been used in a great number of satellite launches, including those of Global
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Orbital	Perturba?ons	

Earth	

Moon	Vsc	

FSRP	
Fgrav,	moon	

Fgrav,	sun	Fgrav,harmonics	

Vsc 	Spacecraa	Velocity	
Fgrav 	Gravita?onal	Forces	
FSRP 	Solar	Radia?on	Pressure,	Surface	Force	
Fd	 	Aerodynamic	Drag	Force,	Surface	Force	

Fgrav,	central-body	

Fd	



Surface	Forces	

Earth	

Vsc	

Fd	

Vsc 	Spacecraa	Velocity	
Fgrav 	Gravita?onal	Forces	
FSRP 	Solar	Radia?on	Pressure,	Surface	Force	
Fd	 	Aerodynamic	Drag	Force,	Surface	Force	



Orbital	Perturba?ons	

Most	variable	
and	uncertain	of	
any	of	the	other	
perturba?ons	



Astrodynamics	of	Satellite	Drag	

atmosphere 

ρ – density 

Ta –   
temperature 

composition 

V 

A 

FD, aD 

CD 

VW 

FD 	drag	force	
A 	cross	sec?onal	area	
CD 	drag	coefficient	
V 	spacecraa	velocity	
Vw 	atmospheric	winds	

42 Non-gravitational forces: literature overview

an acceleration on the satellite which can be described as

aD = �1

2
⇢
CD A

m
V 2
rel V̂rel, (2.4)

where ⇢ is the atmospheric density, CD is the drag coe�cient, A is the cross-sectional area,

m is the mass of the spacecraft, and Vrel is the velocity of the satellite relative to the Earth

co-rotating atmosphere. Equation 2.4 defines the acceleration due to the aerodynamic drag

component, which is the component of the aerodynamic force aligned and opposite to the

direction of the relative velocity. The in-track force — drag — is the predominant term

in the satellite aerodynamics, and this is the component that is predominantly modeled in

literature. Considering the three-dimensional aerodynamic force acting on the spacecraft,

Equation 2.4 can be rewritten in a more general way as

aaero = �1

2
⇢
Caero A

m
V 2
rel, (2.5)

where Caero is a vector which describes the interaction between the airflow and the satellite

surfaces taking into account the direction of the resultant aerodynamic force in space —

drag, lift and side-slip components. For satellites with accurately known shape and attitude,

the largest sources of error are the atmospheric density ⇢ and the aerodynamic coe�cients.

In satellite aerodynamics, since it ⇢ and CD are multiplied, it is usually very di�cult to

separate these two components, in order to correctly model the aerodynamic coe�cients

of the spacecraft or to derive the atmospheric density. Since the satellite drag component

accounts for the majority of the force (at most 98.3% for GOCE), the satellite aerodynamics

is usually referred to as “Satellite Drag Theory”.

In the realm of spacecraft dynamics and orbit determination, the drag coe�cient can

be modeled in three di↵erent ways:

1. a constant drag coe�cient;

2. a fitted drag coe�cient;

3. a physical drag coe�cient.

Early works which attempted to derive the satellite drag coe�cients made use of laboratory

measurements on sample objects. Experiments on clean surfaces led to the identification of

a fixed drag coe�cient of 2.2 for satellites with compact shapes [46, 19, 18]. This constant

value has been adopted to derive densities with in-situ measurements and satellite tracking

data [98]. The use of a fixed drag coe�cient for compact satellites at di↵erent altitudes

resulted in large biases in the estimated densities, showing its incapability of accurately

modeling the interaction between the satellite surfaces and the air-flow. An upgraded model

for the drag coe�cients is the altitude-dependant, as studied and described in [93, 94, 65],

mainly due to the change with altitude of the atmospheric temperature and mean molecular

mass, as shown in Figure 2.6. This adopted solution, even if still simplistic, reduces the

mean biases in density, well reproducing the atmospheric density variations reducing the

errors in the previous density models. However, since the drag coe�cients are a function

Vrel 	vector	sum	of	V	and	Vw	



An	Illustra?on	of	Orbital	Decay	



Energy	Dissipa?on	Rate	(EDR)	
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Assuming	there	are	no	significant	in-track	SRP	effect	nor	
3rd	body	effects	or	that	these	can	be	removed,	we	can	
relate	the	EDR	to	change	in	mean-mean	mo?on	

Work	done	by	aerodynamic	drag	along	the	orbital	path	l 

​𝐵/2 𝜌​‖​​𝑉 ↓𝑟 ‖↑2 𝑙	

Rewri?ng	as	a	line	integral,	separa?ng	the	”constant”	
terms,	and	dividing	by	a	?me	interval	results	in	the	EDR 

Mean	mo?on,	n,	determines	where	the	satellite	will	be	
along	its	orbit	at	any	given	?me	(in	track	mo?on) 

atmosphere	
orbital	energy	dissipa?on	
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Compu?ng	Aerodynamic	Forces	

•  Aerodynamics	force	is	the	sum	of	total	molecular	momentum	change	over	a	certain	?me	
•  Hofer	flow	can	reach	the	side	and	back	areas	of	satellites	(the	Thermosphere	is	hot)	

Direc?on	of	satellite	mo?on	rela?ve	
to	the	Thermosphere	



Gas-Surface	Interac?ons	

where U is the magnitude of the free-stream bulk velocity (m
s−1). Note that s can be thought of as the ratio of the bulk to
thermal velocities in the free stream.
Next, the incoming velocities are selected by sampling from a

drifting Maxwellian distribution at temperature Tfs and bulk
velocity Vin (m s−1). Ray tracing is then performed from the
initial position of the particle to surface elements of the
geometry, and a scattered velocity is selected at each impact
location based on the desired scattering model. Surface
elements are represented by a geometric mesh file that can
be generated by a number of computer-aided design software
packages.
The surface scattering model is chosen randomly for each

detected impact based on a prespecified probably of occurrence
for various simplified scattering types. The two broad categories
of simplified scattering types considered by SPARCS in this
study are diffuse and quasi-specular (QS) scattering. The
probability of diffuse scattering is set to (1 − fqs), where fqs is
the probability of QS scattering. QS scattering can be taken to
mean (a) subspecular scattering, where the maximum in the
angular distribution of scattered flux is directed closer to the
surface normal direction than the specular angle, (b) specular
scattering, where the angular distribution is focused around the
specular angle and the most probable θout is equal to θin, or (c)
superspecular scattering, where the angular distribution is
directed farther from the surface normal than the specular
angle. The superspecular model presented here is sometimes
referred to as the hard-cubes model.43

In describing the velocity distribution of the scattered
particles, we focus our discussion on three empirical scattering
models: the subspecular or Schamberg model,44 the super-
specular model,43 and the diffuse or cosine scattering model.45

We do not consider other well-known models, such as the
Cercignani−Lampis−Lord model (CLL) and Nocilla drifting-
Maxwellian model.46,47 However, the models included here are
sufficient to approximate all of the experimental surface
scattering results observed in this investigation.

The subspecular scattering angle, based on the model by
Schamberg, is defined by

θ θ= υsin sinout in (3)

where the incidence angle, θin, is the angle between the
incoming particle velocity and the surface normal vector, the
outgoing angle, θout, is the direction between the scattered
molecule velocity and the surface normal vector, and the
exponent ν is set to a value from 1 (specular scattering) to
infinity (scattering in the direction of the surface normal).44

The exponent, ν, has the effect of biasing the most probable
scattering angle toward the surface normal (n ̂). θin is defined as

θ = − ·̂ ̂n varccos( )inin (4)

where n ̂ is the surface normal vector and vîn is the unit vector in
the direction of the incident velocity. For the subspecular case,
θout in eq 3 is defined as

θ θ= υarcsin(sin )out in (5)

In the case of superspecular scattering, θout is

θ μ
μ

μ
μ θ

θ= −
+ + +

−
⎛
⎝
⎜⎜
⎛
⎝⎜

⎞
⎠⎟

⎞
⎠
⎟⎟acot 1

1 1
1

cos ( )
cot( )out

1
2

in
in

(6)

where μ is the ratio of incident to surface molecular mass and a
is equal to the ratio of one-half of the thermal energy of the
surface to incident kinetic energy of the incoming particles:
⟨kbTw/Ein⟩.

48 The subspecular or superspecular unit vector
represents the most probable angle and is computed in eq 749

θ + θ
θ θ π

̂ = ̂ + ̂
≤ <

θ
θ

θ
θ( )v v ncos cos

0 , /2
out

sin
sin in

sin
sin in out

out in

out

in

out

in

(7)

The velocity vector of each scattered particle is randomly
chosen from a half-Maxwellian distribution which is centered
on vôut in eq 7 and limited to lie inside a cone with a half angle

Figure 3. Scattering models represented in SPARCS: (a) diffuse (cosine), (b) subspecular (υ = 2.215, ϕo = 20°), (c) superspecular (μ = 0.25, a =
0.0195, ϕo = 5°), and (d) blended diffuse and quasispecular.

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.7b00456
J. Phys. Chem. C 2017, 121, 7903−7922

7908

From	Murray	et	al.	2017	



Gas-Surface	Interac?ons	

Skurat	et	al.	2011	(Journal	of	Spacecraa	and	Rockets)	

diameter	of	a	strand	of	hair	is	~100	μm,	
length	of	N2	molecule	is	~0.0003	μm		



Laboratory	Experiments	

molecular flow and reduces the overall flux of O atoms
propagating into the geometry. The tendency for a smaller cone
angle to limit conductance is mitigated in the case of HOPG by
the higher probability of forward propagation through a cone
geometry when opposing walls of the geometry are closer to
parallel. For the annular-ring design, flow shadowing of the
surfaces by the concentric rings themselves significantly
impedes flow to the rings at angles of attack of the concentrator
axis of symmetry with respect to the free stream velocity
beyond 5°.
The scattering experiments performed for this study probe

single atom−surface interactions. It was assumed that the
scattering dynamics for any O atom propagating inside the
geometry remain constant with each atom−surface interaction,
as the details of secondary, tertiary, etc., collisions could not be
probed in the experiment. Simulations were carried out to test
the validity of this assumption by allowing the instantaneous
accommodation coefficient (αk) to decrease with each
successive surface collision. Simulations were run with seven

values of αk ranging from 0 to 1, and the effect on Ca was
recorded for each case. The results are shown in Figure 16.
When αk = 0, the O atoms maintain their free-stream kinetic
energies as they propagate from entrance to exit apertures of
the concentrator geometries and the scattering dynamics
remain constant. These cases correspond to the results in
Table 3 for the HOPG 15° half angle cone and annular-ring
concentrator. As αk is increased, successive atom−surface
interactions result in increasingly broad angular distributions. In
the case of the 15° half angle cone, small values of αk actually
increase the Ca. At values of αk between 0.2 and 0.4, the Ca
increases by a factor of 2. This increase in Ca is diminished at αk
above 0.5 as the atoms scatter with broader angular
distributions throughout the geometry of the cone, which
causes the propagation of flow in the concentrator to approach
the Au and SiO2 concentrators in Table 3. The Ca of the
annular-ring concentrator does not change as αk increases
because it was designed such that the O atoms collided only
once with the surface before exiting the geometry. Note that

Figure 13. Beam−surface scattering data (yellow circles) compared with modeled scattering distributions (black dots) for O atoms on (a) Au, (b)
SiO2, and (c) HOPG.

Figure 14. Three O-atom trajectories through a 10° half angle cone constructed from (a) Au, (b) SiO2, and (c) HOPG.

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.7b00456
J. Phys. Chem. C 2017, 121, 7903−7922

7916



Experience	from	Spacecraa	Observa?ons	

cosine	reflec?on	
driaing		

Maxwellian	

•  Gregory	and	Peters	found	98%	reflect	diffusely	at	shufle	al?tudes	and	incident	flow	was	completely	
accommodated	[Gregory	and	Peters	1987]	



Drag	Coefficient	Sensi?vi?es	

Cylinder	of	length	to	diameter	
ra?o	of	3	unless	otherwise	stated	

Thermal	to	bulk	
velocity	ra?o	

Spacecraa	
velocity	

Energy	exchange	
with	surface	
(Energy-
Accommoda?on)	

Composi?on	

Altude	 Shape	



Drag	Coefficient	Sensi?vi?es	



Cross-Sec?onal	Area	Variability	

18 
 

with observed values. Data for the measured ballistic coefficients, normalized by their mean value over the data 381 

range considered, are shown in Fig.6. 382 

 383 

Figure 6.  Normalized Ballistic Coefficients for Several Satellites Deployed on the Falcon 9 
Launch.  

 Analyzing the ballistic coefficient data in Fig. 6, several features can be seen. First is  the approximately linear 384 

trend present in the data of DANDE and the three POPACS spacecraft. We will assume that thistrend is caused 385 

predominantly by slow changes in the atmosphere not captured in the HASDM-modified Jacchia 70 model. Looking 386 

back to Fig. 3, these effects may be due to the steady 40% increase in the F10.7 index driving changes in the 387 

atmosphere over this period of time but could also be partially due to an initial exposure and conditioning of the 388 

spacecraft surfaces to the space environment driving changes in the drag coefficeints (although such conditioning 389 

has not been documented in literature). Having multiple tracking objects over this period enables us to remove this 390 

common trend in order to better visualize any smaller variations in the coefficients.  This is done by removing a 391 

•  Six	satellites	flying	in	close	
forma?on	

•  Decrease	in	density	with	
?me	causes	a	secular	trend	
in	the	fifed	ballis?c	
coefficient	

•  Spherical	objects	cluster	
around	the	secular	trend	

•  Non-spherical	objects	
change	their	cross	sec?onal	
areas	and	exhibit	significant	
ballis?c	variability	

spheres	

non-spheres	
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Atmospheric	Densi?es	18 Empirical modelling of the thermosphere
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Figure 2.1 Altitude profiles of atmospheric temperature (left) and density (right),
according to the NRLMSISE-00 model, evaluated for 18:00 on July 15 2000
and 2006, over Delft, The Netherlands.

changes in the slope of the temperature profile. The maximum temperature is
asymptotically reached in the topmost layer, the thermosphere. The level of the
temperature in this region is highly dependent on the Sun, as will be explained
in more detail below. The variations in temperature lead to variations in density,
which can span several orders of magnitude.

2.1.1 Overview of observed density variations
Figure 2.2 shows modelled density variations over an 11-year period, with two
zoomed in views for 2000 and 2006. The NRLMSISE-00 [Picone et al., 2002] model
was evaluated at a single location: 400 km over Delft, The Netherlands. The major
variations in density visible in this plot will be described below. A more detailed
description of the drivers behind these variations will be provided in further sec-
tions of this Chapter.

From	Doornbos	
2011	



Atmospheric	Densi?es	(from	and	empirical	model)	2.1 Atmospheric structure and variability 29
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Figure 2.6 Same as Figure 2.5, but for July 15, 2000 at 18:00:00 UTC (F10.7=213.1,
ap=400).

From	Doornbos	
2011	



Global	Circula?on	Models:	Example	Thermosphere-Ionosphere-Electrodynamics  
General Circulation Model (TIE-GCM)!

• Original development by 
Ray Roble, Bob Dickinson, 
Art Richmond, et al.!
• The atmosphere/ionosphere 
element of the Coupled 
Magnetosphere-Ionosphere-
Thermosphere (CMIT) and 
LFM-TIE-RCM (LTR) models!
• Cross-platform community 
model, under open-source 
academic research license!
• v. 2.0 release, 2016!

• User guide complete!
• Documentation mostly 
complete!

• Runs-on-request at CCMC!

2!• More information at:  http://www.hao.ucar.edu/modeling/tgcm!

Ne(E)!

Ne(F)!

Tn!

O/N2!

•  Coupled momentum and continuity equations
•  Runs-on-request at CCMC 
•  More information at: 

http://www.hao.ucar.edu/modeling/tgcm

•  Other GCM’s include
•  GITM
•  TIME-GCM
•  CTIPe
•  WAM
•  WACCM
•  …

 
	



Thermospheric	Data	Assimila?on		

Combining	data	and	thermospheric	models,	and	satellite	
aerodynamics	we	can	constrain	the	satellite	drag	problem	



High	Accuracy	Satellite	Drag	Model	(HASDM)	                                            

 
 

Average Density Error versus Altitude

0

2

4

6

8

10

12

14

16

18

20

22

24

26

28

30

32

150 200 250 300 350 400 450 500 550 600 650 700 750 800 850

Altitude (km)

Pe
rc

en
ta

ge
 E

rr
or

Jacchia 70

Calibration

Evaluation

L (J hi 0)

DCA Eval + Low i Sats

DCA Calibration Sats

No DCA Coefficients

 
 

Figure 3.  Density Errors 
 
The HASDM results for this test are very good.  The density error has been brought 
down to the 6-8% error level across all heights from 200 to 800 km.  The temporal 
resolution has been reduced to 3-6 hours for the lower order variations, and 
approximately 18 hours for the higher order variations in the temperature/density field.   
 
HASDM 2002 Test Period 
 
The 2002 test period was a 2-month period starting in August 2002.  The purpose of the 
test was to demonstrate the improvement in orbit fitting and prediction for the full drag 
regime catalog of satellites.  The temperature field was computed every 3 hours over the 
test period using 80 calibration satellites.  The temperature coefficients were then used 
in the density model for fitting over 5000 satellites in the drag regime.  The results from 
this test period showed epoch/prediction position accuracies superior to the standard 
static model in all cases across the entire set of energy dissipation rate categories. The 
energy dissipation rate (EDR) is the rate at which atmospheric drag removes kinetic and 
potential energy from the satellite orbit.  Improvement was shown for every prediction 
time past epoch for up to 72 hours.  The epoch position error was reduced by a factor of 

 8

Bowman	and	Storz	2003	

   

 
 

far the largest storm, the Jacchia model seems to have 

modeled this better than the other 3 major storms. 
The day 80 event, the smallest of the four storms, has 

the largest response in the B′ change from satellite 
19348.  The data indicates additional density 

variations occurring that are not modeled directly as a 

function of the ap index.  The anti-correlation of B′ 
change with respect to the F10.7 index observed in 
Figure 2 is almost damped out at these altitudes. It is 

still present, but with a very small amplitude. 

 

Figure 4 shows the new B′ values once the global 
temperature/density correction field has been applied.  

It was determined that the ∆Tx contribution to the 

global correction field produces a greater effect the 
lower the perigee altitude. The best solution for ∆Tx  

was a 1×1 field. In using the best correction field, all 

the new B′  values have been reduced significantly 
from the original values in Figure 3.  Even during the 

storm times the B′ fluctuations have been greatly 
reduced relative to the true ballistic coefficient B.  

This implies that the global temperature/density  
correction field is successfully correcting the model 

density. 

 

Figure 5 shows the uncorrected B′ variations for 

another group of calibration satellites in the 210 km 
to 240 km perigee altitude range.  Again, one can see 

that the Jacchia 70 model needs to be corrected to 
account for the ap variations, and also to account for 

the additional unmodeled F10.7 variations that are 

starting to appear as the perigee altitude is increased.  

The anti-correlation of B′ change with respect to F10.7 

is more easily observable than in the previous 
satellite group. It is surprising that, with an increase 

of only 20 to 40 km in perigee altitude, this F10.7 anti-

correlation becomes so readily observable.  Figure 6 

shows the new B′ values once the global temperature 
field has been applied.  As with the group of lower 

perigee altitude satellites, the global temperature field 

has done an excellent job of correcting the Jacchia 

unmodeled variations so that B′ is very close to the 
‘true’ B.   

 

Finally, a number of low inclination satellites were 
selected for evaluation of the global temperature 

field.  The perigee altitudes for this group ranged 

from 260 km to 560 km.  None of this group included 
any calibration satellites that were used to solve for 

the temperature coefficients.  Figure 2 shows the 

uncorrected variations in B′ for this group.  The B′ 
variations are as much as 65% for the high altitude 
Vanguard 2 sphere, satellite 00011.  Figure 7 shows 

the B′ values determined from the 
temperature/density correction field.  The standard 

deviations are all less than 7% for all altitudes.  This 

indicates that the correction field can be readily 
applied to satellites from low to high perigee altitudes 

with consistent favorable results. 

  

Temperature Coefficients 
 

The temperature field determined to best fit the 

calibration satellite data was 2×2 (9 coefficients) for 
the nighttime minimum exospheric temperature 

correction ∆Tc together with 1×1 (4 coefficients) for 

the inflection point temperature correction ∆Tx.  The 

spherical harmonic expansion for ∆Tc may be 

expressed as: 
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where φ  is the geocentric latitude, λ is the local 

solar time expressed as an angle, and  z = sinφ. 

 

The spherical harmonic expansion for ∆Tx may be 
similarly expressed as:  
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ˆ
nmC

ˆ
nmS

and are coefficients for the even 

spherical harmonic functions dependent on cos(mλ). 

and are coefficients for the odd spherical 

harmonic functions dependent on sin(mλ).   

nmC%

nmS%

 

The hat symbol ∧ identifies coefficients for the 

correction to nighttime minimum exospheric 

temperature ∆Tc and the tilde symbol ~ identifies 
coefficients for the correction to inflection point 

temperature ∆Tx.  Here, n is the degree and m is the 
order of the spherical harmonic term.  The functions 

Pn0 are the normalized Legendre functions 
(polynomials) and the functions Pnm,  m > 0, are the 

normalized associated Legendre functions 5.  There 

are a total of (N+1)2 terms in a particular spherical 
harmonic series truncated to degree N. 

 

Figure 8 shows a plot of the degree 0 term ( ) for 

∆T
00

Ĉ

c , including its 10-day average.  The anti-

correlation of with the F
00

Ĉ 10.7 index is readily 

apparent.  This term corrects the large anti-

correlation of density with respect to F10.7  seen in the 

previously described figures.  The term also appears 

 

 
 

 

•  Atmospheric	temperatures	in	a	
4x4	spherical	harmonic	
expansion	at	two	al?tudes	are	
included	in	the	orbital	filng	
process	for	a	set	of	~70	
calibra?on	satellites 

•  Uses	orbit	or	daily	average	
satellite	tracking	data	from	AF	
radars	

•  Jacchia-type	empirical	model	
used	as	background	for	the	
assimila?on	



Itera?ve	Re-Ini?aliza?on,	Driver	Es?ma?on	&	Assimila?on	(IRIDEA)	
	

•  Assimila?on	using	accelerometer	data	and	TIE-GCM	model	
•  Uses	very	small	ensembles	
•  For	more	(and	more	up	to	date)	informa?on	see	SuEon	2018	



Dragster	ENKF-based	Technique	

•  Developed	by	ASTRA	LLC.	as	part	of	AF	
funded	STTR	(CU	is	the	educa?onal	
partner)	

•  Uses	70-90	assimila?on	objects	and	
processes	satellites	with	variable	ballis?c	
coefficients	

•  Uses	30-90	ensemble	members	of	
NRLMSISE-00,	TIE-GCM,	and	other	models	

•  Es?mates	forcing		
•  Also	es?mates	density	correc?ons	on	a	

global	grid	at	several	al?tudes	
•  Results	shown	assimilated	TLE	data	

(courtesy	of	ASTRA	LLC.)	
•  For	more	informa?on	see	Pilinski	et	al.	

2016	(AMOS	technical	paper)	

Forcing	parameter	es/ma/on	
test	(using	synthe/c	data)	

SORCE	satellite	valida/on	results	

Forcing	parameter	es/ma/on	
using	TLEs	



Assimila?ng	Satellite	Drag	Data	

•  Example	from	Dragster	assimila?on	loca?ons	and	density	field	at	400	km	
•  All	drag	is	localized	to	some	extent	

Loca2ons	of	90%	EDR	for	a	set	of	assimila2on	and	valida2on	satellites	



sun-earth	connec?ons	

atmospheric	
response	

gas-surface	interac?ons	
(rarefied	gas	aerodynamics)	

changes	and	uncertainty	in	orbital	posi?on	

•  Addressing	satellite	drag	requires	a	mul?disciplinary	and	mul?faceted	approach	
•  Astrodynamics	+	Aerodynamics	+	Heliophysics	
•  Observa?ons	+	Models	(Data	Assimila?on/Fusion)	
•  Industry,	Government,	Academia	
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[Sutton 2018] Histograms comparing orbit-averaged CHAMP (top) and GRACE-A (bottom) data with TIE-GCM 
(left) and IRIDEA (right) model output. An orbital running average has been applied to both data and model output 
prior to binning while the the original output can be seen in Figure S5 of the supporting information. Note: IRIDEA 
has only ingested the CHAMP data, while the GRACE-A data shown in the bottom plots are used strictly as an 
independent validation source. 	
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Figure 9. Histograms comparing orbit-averaged CHAMP (top) and GRACE-A (bottom) data

with TIE-GCM (left) and IRIDEA (right) model output. An orbital running average has been

applied to both data and model output prior to binning while the the original output can be

seen in Figure S5 of the supporting information. Note: IRIDEA has only ingested the CHAMP

data, while the GRACE-A data shown in the bottom plots are used strictly as an independent

validation source.
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Figure 10. RMSe values of log-densities for TIE-GCM GPI (grey), and IRIDEA prior (red)

and posterior (blue) model output relative to the CHAMP (top) and GRACE-A (bottom) neu-

tral density observations. The first value of each prior IRIDEA curve (red) corresponds to the

solar maximum a priori conditions (F10.7=200, Kp=3), yielding RMSe values of 1.10 (200%) for

CHAMP and 1.65 (421%) for GRACE-A, well above the y-axes upper limits. Note: An orbital

running average has been applied to both data and model output prior to calculating RMSe

while the original RMSe values can be seen in Figure S6 of the supporting information.

c�2018 American Geophysical Union. All Rights Reserved.

GRACE	Orbit-Averaged	Valida?on	results	
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Fig. 1: Standard deviation errors for all validation objects 

relative to JB08 standard deviations. Values above the 
dotted line indicate performance worse than JB08 while 
values below the dotted line indicate performance better 

than JB08. 

Table 1: 2015 validation metrics for select 
satellites. 

Satellite 
NORAD 

ID 
Name 

(Altitude) 

M
od

el
2  

Standard 
Deviation Bias Prediction 

Efficiency 

#27651 
SORCE 
(591 km) 

M 
J 
H 
D 

28% 
20% 
25% 
15% 

32% 
-7% 
41% 
-7% 

0.27 
0.53 
0.06 
0.68 

#40314 
Spinsat 

(390 km) 

M 
J 
H 
D 

18% 
11% 
11% 
8% 

15% 
-12% 
17% 
-11% 

0.30 
0.39 
0.33 
0.46 

#39267 
DANDE 
(338 km) 

M 
J 
H 
D 

24% 
14% 
17% 
10% 

38% 
10% 
42% 
2% 

0.31 
0.72 
0.10 
0.82 

#27391 
GRACE-A 
(393 km) 

M 
J 
H 
D 

19% 
11% 
9% 
7% 

31% 
-0% 
33% 
0% 

-0.08 
0.63 
-0.15 
0.76 

2 M-MSIS   J-JB08   H-HASDM   D-Dragster 

 


